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Overview

• Review of Multimodal Pretraining

• Introduction to OFA (One-For-All)
• Methodology

• Experiments

• Extension: Prompt Tuning, Chinese Models, …

• Opensource and Demos

• Future Work



Review of Multimodal Pretraining 



Vision-Language Tasks



Pretraining on Large-scale Datasets

• Large datasets of image-text pairs

• Pretraining with ”language” modeling & image-text pairing, …

• Transfer to downstream tasks with finetuning



Two Trends in Multimodal Pretraining

Generative Pretraining Contrastive Pretraining



Transfer of BERT to VL

Single Stream Dual Stream



From Objects to Raw Image Features

Patch Projection Vision Backbone



Adapting Understanding and Generation

Encoder-Decoder Framework



Summary

• Pretraining is important for vision-language representation 
learning

• A simple end-to-end model is expected

• Stepping forward to Unification (OFA, Gato, Unified-IO, GIT, 
etc.)



OFA: Multimodal Multitask Pretraining for 
a “One-For-All”Model



Features for a Unified Model

Task 
Agnostic

Modality 
Agnostic

Task 
Comprehensive

Unified task 
representation 

to support 
different types 

of tasks

Unified input 
and output 

representation 
shared among 

all tasks to 
handle 

different 
modalities

Enough task 
variety to 

accumulate 
generalization 
ability robustly



3 Unifications

I/O Architecture Task

Shard I/O 
across different 
modalities and 

tasks

A shared 
encoder-
decoder 

framework 
without task-

specific layers

Varieties of 
tasks are 

unified to the 
sequence-to-

sequence 
format 



I/O

<loc_324>, <loc_512>, 

<loc_33>, <loc_629>

The boy was playing 

on the ground

1169, 7081, 9776, 

17916, 261, 1169, 2833 

<code_314>, 

<code_78>, <code_23> 

……

Byte-Pair Encoding for 
texts

Vector Quantization for 
images

Discretization 
for bounding boxes



Architecture

Transformer 
Encoder 

Transformer 
Decoder 

Visual
Backbone

Token 
EmbeddingLN

Headscale
MHA

Residual

LN

LN

FC1

Residual

LN

FC2

What does the 
image describe?

<s> Two boys playing frisbees on the grass

Two boys playing frisbees on the grass </s>



Task



Pretraining Datasets



Model Card



Experiments

• Multimodal:
• Cross-modal understanding: VQA, SNLI-VE. 
• Image-to-text generation: MSCOCO Caption
• Visual Grounding: RefCOCO, RefCOCO+, RefCOCOg
• Text-to-Image Generation: MSCOCO

• Unimodal:
• NLU: GLUE
• NLG: Gigaword
• Image Classification: ImageNet



Vision-Language Understanding



Image Captioning



Visual Grounding



Text-to-Image Generation



Text-to-Image Generation



Text Classification



Text Generation



Image Classification



Ablation Study on Tasks



Zero-shot Performance

Old:
What color is the car?

New:
What color is the car in the 
region? region: <loc301>…



Out-of-Domain



Extension: Prompt Tuning



Extension: Chinese Models

• Large-scale Chinese datasets for pretraining

• Downstream transfer to Chinese image captioning and visual grounding



Opensource
https://github.com/OFA-Sys/OFA



Opensource



Opensource



Demo
https://huggingface.co/spaces/OFA-Sys/OFA-Generic_Interface



Future Work



Future Work

• A Step forward:
• A multimodal multitask system for extensive modality and task

combinations

• A single line of code to specify tasks and modalities

• Unified Models for Application
• Small models matter! 

• More applications…



Thanks!

Github: https://github.com/OFA-Sys

Huggingface: https://huggingface.co/OFA-Sys

https://github.com/OFA-Sys


Papers

• OFA: Unifying Architectures, Tasks, and Modalities Through a 
Simple Sequence-to-Sequence Learning Framework. 
https://arxiv.org/abs/2202.03052

• Prompt Tuning for Generative Multimodal Pretrained Models. 
https://arxiv.org/abs/2202.03052

https://arxiv.org/abs/2202.03052
https://arxiv.org/abs/2202.03052

